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© Gaussian Random Processes

© Poisson Random Process
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Gaussian Random Processes

Gaussian Random Process

N Gaussian random variables

fX(le'“ 7X/\/;t17"' 7t/\/):

exp{—(1/2) [x = X] [Cx] 72 [x —Y}}

2m)N[Cx])
x X1 x1— X1
X2 _ X2 _ X2—X2
X = X = . [x—X]=
XN yN XN_YN
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Gaussian Random Processes

The Covariance Matrix (1)

N Gaussian random variables

Xi=E[Xi] = E[X(t)]

X1 E[X1] E[X(t1)]
_ X> E[X>] E[X(t2)]
X = : = : = :

Xn E[Xn] E[X(tn)]
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Gaussian Random Processes

The Covariance Matrix (2)

N Gaussian random variables

Ci = Cx;x, = E [(Xi = Xi) (X — X)]

= E[(X(t1) = E[X(t)]) (X(t) — E[X(t:)])]

Cik = Cx;x, = Cxx (ti,tx)
= Rxx(ti, tx) — E[X(t;)] E[X(tx)]
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Gaussian Random Processes

Stationary Gaussian Process
N Gaussian random variables

X;=E[Xi]=E[X(t)] = X = const

Cxx(ti, ti) = Cxx(ti —t;)

Rxx(ti,tk) = Rxx(tx —ti)
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Gaussian Random Processes

Jointly Gaussian Process
N Gaussian random variables

Definition

the two random processes X () and Y(t)

are jointly Gaussian if the random variables

X(t1),...,X(tp) at times t1,..., 1y for X(t) and

Y (]),.., Y(2),) at times ..., ¢}, for Y (t)

are jointly gaussian for any N, t1,...,ty, and M, ¢],....t},
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Gaussian Random Processes

Stationary Gaussian Markov Process
N Gaussian random variables

Cxx( ): G2eil3| ‘

Cxx[ ] = 6287‘ |

a=ePTs
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Poisson Random Process

Poisson Random Process
N Gaussian random variables

p[X(t):k]:()'t):Ie_M7 k=0,1,2,-
oo k o.—At
A()=Y (A1) ® 5(x—k)
=0 k!
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Poisson Random Process

Poisson Random Process - mean and 2nd moment
N Gaussian random variables

< T e koAt
E[X(t)]:/xfx(x)dx:/xzm5(x—k)dx

- =5 k!

o 42 k ,—At
— M:At(l—klt)
=5 k!
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Poisson Random Process

Poisson Random Process - joint probability density (1)

N Gaussian random variables

PIX(t1) = kil = —~—— k1=0,1,2,--

[)L(t2 . tl)]kz—kle—/l(tz—tl)
(ko — k1)!

PIX(t2) = ko|X(11) = k1] =

P(ki, ko) = P[X(t2) = ko| X (1) = k1] - P[X(t1) = ki]
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Poisson Random Process

Poisson Random Process - joint probability density (2)

N Gaussian random variables

P(kl,kg) = P[X(tg) = k2|X(t1) = kl] ° P[X(t1) = kl]

(AR At — )]k ket

fx(x1,x2) = Z Z (k1,k2)0(x1—ki)6(x2 — ko)
—0ko=
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Poisson Random Process

Counting Process (1)

N Gaussian random variables

Definition

A random process is called a counting process if

@ the possible states are the non-negative integers.

@ for each state ithe only possible transitions are
=i, i =i+l i—=i+2, ..

http://individual.utoronto.ca/ranodya/7P1.html
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Poisson Random Process

Counting Process (2)

N Gaussian random variables

A counting process is said to be a Bernoulli counting process if
@ the number of successes that can occur in each frame is
either 0 or 1

@ the probability p that a success occurs during any frame is
the same for all frames

© successes in non-overlapping frames are independent of one
another

http://individual.utoronto.ca/ranodya/7P1.html
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Poisson Random Process

Counting Process (3)

N Gaussian random variables

Definition

Let X[n] denote the total number of successes

in a Bernoulli counting process

at the end of the n-th frame, n=1,2,3....

Let the initial state be X[0] = 0.

The probability distribution of X[r] is the binomial

P(X[n] =k) = < ’ )pk(l_p)nk

http://individual.utoronto.ca/ranodya/7P1.html
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Poisson Random Process

Counting Process (4)

N Gaussian random variables

Definition
If | denotes the expected number of successes in a unit of time,
and n is the number of frames in this unit of time, then

p=1/n

The constant / is called the rate of success, and is estimated by

I = Number of successes in t units of time/t

http://individual.utoronto.ca/ranodya/7P1.html
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Poisson Random Process

Counting Process (5)

N Gaussian random variables

Definition

If there are n frames in the unit of time and
we let the frame length, denoted by D,
be expressed in the same unit as /
(seconds, minutes, hours,etc.),
then

D=1/n

Moreover,

p=1D

http://individual.utoronto.ca/ranodya/7P1.html
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Poisson Random Process

Bernoulli Random Process (1)

N Gaussian random variables

Definition

A Bernoulli process is a finite or infinite sequence of
independent random variables /[1],/[2],/[3],..., such that
for each n, the value of /[n] is either 0 or 1;

for all values of n, the probability p that /[n] =1 is the same.

In other words, a Bernoulli process is a sequence of
independent identically distributed Bernoulli trials.

Independence of the trials implies that the process is memoryless.
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Poisson Random Process

Bernoulli Random Process (2)

N Gaussian random variables

Definition

the Bernoulli random process at sample index 1 is /7]
the number of events that have occurred
after sample index 0 and up to n

X[ =Y 1]

m=1
the binomial counting process is an example of what is called

a sum process, since it can be obtained by summing the values
of another random process
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Poisson Random Process

Bernoulli Random Process (3)

N Gaussian random variables

the density function for X[n]is represented by
a binomial density function

fx(x) = kzilo P(k)8(x — k)

P9=( | )oia-pr

the mean and the variance of the binomial counting process

E[X[n]]=np
Var [X [n]] = np(1—p)
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Poisson Random Process

Binomial Counting Process
N Gaussian random variables

x (x1,%2) Z Z P(k1,k2)6(x1 — k1)6(x2 — ko)
K1=0 ko=ky

P(kl,kz) = P[X[nl] = th[nz] = /(2]

. np —ny nm ka(1 _ ~\n2—ko

ke—np (At)ke—lt

Plk) = (np)k! k!
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